Predictive Approaches for Acute Dialysis Requirement and Death in COVID-19
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Abstract

Background and objectives AKI treated with dialysis initiation is a common complication of coronavirus disease 2019 (COVID-19) among hospitalized patients. However, dialysis supplies and personnel are often limited.

Design, setting, participants, & measurements Using data from adult patients hospitalized with COVID-19 from five hospitals from the Mount Sinai Health System who were admitted between March 10 and December 26, 2020, we developed and validated several models (logistic regression, Least Absolute Shrinkage and Selection Operator (LASSO), random forest, and eXtreme GradientBoosting [XGBoost; with and without imputation]) for predicting treatment with dialysis or death at various time horizons (1, 3, 5, and 7 days) after hospital admission. Patients admitted to the Mount Sinai Hospital were used for internal validation, whereas the other hospitals formed part of the external validation cohort. Features included demographics, comorbidities, and laboratory and vital signs within 12 hours of hospital admission.

Results A total of 6093 patients (2442 in training and 3651 in external validation) were included in the final cohort. Of the different modeling approaches used, XGBoost without imputation had the highest area under the receiver operating characteristic (AUROC) curve on internal validation (range of 0.93–0.98) and area under the precision-recall curve (AUPRC; range of 0.78–0.82) for all time points. XGBoost without imputation also had the highest test parameters on external validation (AUROC range of 0.85–0.87, and AUPRC range of 0.27–0.54) across all time windows. XGBoost without imputation outperformed all models with higher precision and recall (mean difference in AUROC of 0.04; mean difference in AUPRC of 0.15). Features of creatinine, BUN, and red cell distribution width were major drivers of the model’s prediction.

Conclusions An XGBoost model without imputation for prediction of a composite outcome of either death or dialysis in patients positive for COVID-19 had the best performance, as compared with standard and other machine learning models.
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Introduction

The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has infected >103 million people worldwide (1). Initial reports from China found low rates of AKI, but follow-up studies from Europe and the United States have found that AKI affects up to 40% of patients hospitalized with coronavirus disease 2019 (COVID-19), which is associated with significant morbidity and mortality (2–4). A large proportion of these patients, approximately 20%, will ultimately be treated with dialysis (5).

During the height of the pandemic in New York City, dialysis availability was limited due to shortages of dialysis nurses, dialysis machines and supplies, and personal protective equipment (5). Many hospitals had to reduce dialysis treatment times and use alternative strategies (e.g., acute peritoneal dialysis and potassium binders between dialysis treatments) to manage the increased number of patients (6,7). Additionally, patients with AKI had significantly higher mortality than the patients who did not have AKI. Accurate prediction of acute dialysis and of those at risk of mortality early in the hospitalization course of patients with COVID-19 will allow for the establishment of kidney protective measures, the close monitoring of kidney function, and early and informed conversations with patients and family members regarding goals of care.

Machine learning models can harness the disparate data collected during clinical care in electronic health records (EHRs) for accurate outcome predictions. Several machine learned models have been published since the COVID-19 pandemic started, but they have not addressed AKI and dialysis (8). However, several
machine learning models for detection of AKI have been developed. Fletcher et al. (9) previously demonstrated that a machine learned model had similar discriminative performance as physicians; however, physicians tended to overestimate AKI compared with the machine learned model. Two additional studies have attempted to build models for continuous prediction of AKI, with some success (10,11). We aimed to develop and validate a machine-learning model to predict a composite end point of AKI treated with dialysis or death in patients hospitalized with COVID-19 early in the hospital course.

**Materials and Methods**

**Data Sources and Inclusion Criteria**
We used EHR data from patients with laboratory-confirmed SARS-CoV-2 infection between March 10 and December 26, 2020. Patient data were sourced from five hospitals in the Mount Sinai Health System (MSHS): Mount Sinai Hospital (MSH), Mount Sinai Morningside, Mount Sinai West, Mount Sinai Brooklyn, and Mount Sinai Queens. We described the rates of AKI and patient characteristics in a subset of these patients in our previous article (3). Patients were classified into those admitted to MSH (internal validation and training set), and patients from other hospitals (OH) formed the external validation set. The MSH hospital, located at the intersection of the Upper East Side and Harlem, is the largest hospital in the MSHS and serves as the referral center for the other hospitals. Therefore, patients at MSH tended to be in a more acute state than those in the other hospitals. However, the other MSHS hospitals are in diverse locations (Queens, Brooklyn, etc.) and, therefore, the internal and external hospital systems are ethnically, geographically, and socioeconomically diverse, improving generalizability.

We included all inpatients who were >18 years of age and had a laboratory-confirmed SARS-CoV-2 infection, as determined by a positive SARS-CoV-2 RT-PCR result. We included only patients who had a positive COVID-19 test performed 48 hours before or after hospital admission.

**Feature Selection**
Study data included patient demographics (age, sex, reported race, and ethnicity), comorbidities derived from International Classification of Diseases 10 (ICD-10) codes, first vital sign measurement, first laboratory value reported within the initial 12 hours of admission, and the use of vasopressors during the first 12 hours of hospital admission. We chose this 12-hour time window because the reporting of laboratory measures was often delayed during the start of the pandemic due to hospital resource limitations. To correctly contextualize pulse oximetry values, we created three features containing the lowest measured oxygen saturation, the highest measured fraction of inspired oxygen, and whether the patient was on mechanical ventilation within the initial 12 hours of admission. Features and outcomes (including mechanical ventilation and dialysis treatment) were extracted from the Clarity database, from Epic systems, and the COVID-19 registry built by the Clinical Data Science group at Mount Sinai. Procedures were derived from procedure orders and flow sheets.

Data collected after initiation of the first session of dialysis were dropped, and patients were excluded if they had a session of dialysis within the initial 12 hours of admission, because our first prediction time point was 1 day posthospitalization. We excluded features with >30% missing data across patients, followed by excluding patients with >30% missing data across the remaining features. We excluded patients who had kidney failure on dialysis or had a prior kidney transplant (Figure 1). For models unable to function in the presence of missing data, we performed k-nearest neighbor (k=5) imputation on the remaining dataset. The full list of features included in the model and the proportions of missing data are presented in Table 1.

**Outcome**
The primary outcome was a composite outcome of death or acute dialysis treatment within time periods of 1, 3, 5, or 7 days after admission.

**Model Development and Selection**
We trained and tested several models, including a boosted decision tree model named eXtreme Gradient Boosting (XGBoost) (12), in addition to a popular ensemble machine-learning model called random forest. XGBoost was chosen for its resilience to missing data; resistance to overfitting in datasets with imbalanced feature/outcome ratios; availability of hyperparameters, which allow tuning for imbalanced datasets; and explainability of predictions using SHapley Additive exPlanations (SHAP) scores. SHAP scores are a game-theoretic approach to model interpretability that provide explanations of global model structure on the basis of combinations of local explanations for each prediction (13).

As a baseline comparison of model performance, we utilized logistic regression (using all of the features used in the model) and logistic regression with L1 regularization (LASSO) models within the training and testing pipeline. Additionally, to demonstrate the effect of imputation on XGBoost performance, we also trained and tested additional XGBoost models on the imputed dataset.

All models were internally validated on MSH data for each of the time points after admission (14). Internal validation signals that the algorithm is capable of discerning patterns within a single population, independently of a single training-testing data split. To demonstrate generalizability, all models were then trained on the entirety of data from MSH for the corresponding time frame, followed by external validation on patients from other hospitals. Model performance was evaluated using the area under the receiver operating characteristic (AUROC) curve, the area under the precision-recall curve (AUPRC), accuracy, sensitivity, specificity, and F-1 score. Whereas AUROC plots the true positive rate (sensitivity) on the y axis and the false positive rate (1-specificity) on the x axis, the AUPRC has the precision (also called positive predictive value) on the y axis and the recall (also called sensitivity) on the x axis. Although both AUROC and AUPRC provide model performance metrics across different probability thresholds, AUPRC is a better metric in imbalanced datasets, such as in our case, where the outcome (dialysis or death) occurred in a minority of patients and the focus is on identifying patients who had that outcome (15). When the dataset is imbalanced,
meaning there are a large number of true negative outcomes, a change in the number of false positives will lead to small changes in the false positive rate used in the AUROC. However, because the positive predictive value used in the AUPRC compares the true positives with the false positives, it is, therefore, more sensitive to changes in the number of false positives than AUROC. Although the AUPRC can range from zero to one like in AUROC, the baseline depends on the fraction of positive cases where an AUPRC above this fraction would be considered a good model.

To calculate metrics that require a probability threshold, we calculated and averaged the optimal threshold derived using the Youden J statistic across all bootstrap iterations. Area under the curve values and reported 95% confidence intervals were generated through 500 bootstrap iterations, each with a unique random seed, using the normal bootstrap method (16).

**Hyperparameter Optimization**

Hyperparameter optimization for the XGBoost and random forest models was performed using randomized grid searching with 5000 discrete grid options, with each option subjected to a further ten-fold stratified crossvalidation. For both of the LASSO models, an exhaustive grid search was performed by varying the inverse regularization (C) parameter for a total of 100 grid options, with each option subjected to a further ten-fold stratified crossvalidation. The logistic regression model was unpenalized and had no hyperparameters to optimize for.

**Evaluation of Calibration**

Calibration is a postprocessing technique that adjusts per-case probability predicted by a model according to the observed outcome, thereby improving error distribution and allowing for the use of model outputs as risk scores. We performed isotonic and sigmoid calibration on the probability estimates reported by each model, and evaluated calibration results on the basis of the Brier score, which measures the difference between the predicted and actual outcome (17). Isotonic calibration is nonparametric, but generally more data hungry; isotonic calibration is less data hungry and, therefore, less prone to overfit. The sigmoid calibration method is based on the Platt logistic model, which assumes that the calibration curve can be corrected by applying a sigmoid function to the raw predictions (18).

**Model Interpretation**

We evaluated which features were most responsible for the XGBoost model predictions by using SHAP scores (13). All analyses were performed using the pandas, scikit-learn,
<table>
<thead>
<tr>
<th>Feature</th>
<th>No Dialysis or Death</th>
<th>Dialysis or Death</th>
<th>Missing (%)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (yr), median (IQR)</td>
<td>MSH (n=2244)</td>
<td>OH (n=3183)</td>
<td>MSH (n=198)</td>
</tr>
<tr>
<td>Anion gap (mEq/L)</td>
<td>11 (10–13)</td>
<td>12 (10–14)</td>
<td>14 (12–17)</td>
</tr>
<tr>
<td>Albumin (g/dl)</td>
<td>3.0 (2.6–3.4)</td>
<td>3.0 (2.6–3.4)</td>
<td>2.7 (2.3–3.0)</td>
</tr>
<tr>
<td>Alkaline phosphatase (U/L)</td>
<td>75 (59–101)</td>
<td>73 (58–98)</td>
<td>81 (61–112)</td>
</tr>
<tr>
<td>Alanine transaminase (U/L)</td>
<td>29 (18–50)</td>
<td>29 (18–52)</td>
<td>29 (16–53)</td>
</tr>
<tr>
<td>Aspartate transaminase (U/L)</td>
<td>37 (26–60)</td>
<td>39 (26–63)</td>
<td>48 (28–67)</td>
</tr>
<tr>
<td>Basophil (%)</td>
<td>0.7 (0.1–0.4)</td>
<td>0.3 (0.1–0.5)</td>
<td>0.2 (0.1–0.3)</td>
</tr>
<tr>
<td>Bicarbonate (mEq/L)</td>
<td>21 (22–27)</td>
<td>23 (20–25)</td>
<td>23 (19–26)</td>
</tr>
<tr>
<td>BUN (mg/dl)</td>
<td>16 (11–25)</td>
<td>17 (12–28)</td>
<td>44 (27–70)</td>
</tr>
<tr>
<td>Calcium (mg/dl)</td>
<td>8.4 (8.0–8.8)</td>
<td>8.2 (7.8–8.6)</td>
<td>8.2 (7.8–8.6)</td>
</tr>
<tr>
<td>Chloride (mEq/L)</td>
<td>103 (100–106)</td>
<td>104 (101–107)</td>
<td>103 (98–108)</td>
</tr>
<tr>
<td>Serum creatinine (mg/dl)</td>
<td>0.9 (0.7–1.1)</td>
<td>0.9 (0.7–1.3)</td>
<td>2.8 (1.4–5.8)</td>
</tr>
<tr>
<td>C-reactive protein (mg/L)</td>
<td>95 (41–174)</td>
<td>96 (42–186)</td>
<td>167 (96–253)</td>
</tr>
<tr>
<td>Eosinophil (%)</td>
<td>0.3 (0.1–1.0)</td>
<td>0.3 (0.2–0.9)</td>
<td>0.3 (0.1–0.7)</td>
</tr>
<tr>
<td>Blood glucose (mg/dl)</td>
<td>114 (96–156)</td>
<td>114 (91–160)</td>
<td>137 (104–187)</td>
</tr>
<tr>
<td>Hematocrit (%)</td>
<td>38.4</td>
<td>38.9</td>
<td>35.0</td>
</tr>
<tr>
<td>Hemoglobin (g/dl)</td>
<td>12.5</td>
<td>12.6</td>
<td>11.1</td>
</tr>
<tr>
<td>Lymphocyte (n)</td>
<td>9.0 (6.1–1.3)</td>
<td>1.0 (0.7–1.5)</td>
<td>0.7 (0.5–1.0)</td>
</tr>
<tr>
<td>Lymphocyte (%)</td>
<td>14.0 (8.4–21.0)</td>
<td>14.5 (8.9–22.3)</td>
<td>9.0 (5.0–16.3)</td>
</tr>
<tr>
<td>Mean corpuscular hemoglobin concentration (g/dl)</td>
<td>29 (28–31)</td>
<td>30 (28–31)</td>
<td>29 (27–31)</td>
</tr>
<tr>
<td>Mean corpuscular volume (fl)</td>
<td>89 (85–92)</td>
<td>92 (88–95)</td>
<td>89 (85–94)</td>
</tr>
<tr>
<td>Monocyte (%)</td>
<td>0.4 (0.3–0.6)</td>
<td>0.5 (0.3–0.7)</td>
<td>0.4 (0.2–0.6)</td>
</tr>
<tr>
<td>Monocyte (%)</td>
<td>6.4 (4.1–9.2)</td>
<td>6.75 (4.3–9.4)</td>
<td>4.6 (2.9–7.3)</td>
</tr>
<tr>
<td>Mean platelet volume (fl)</td>
<td>9.2 (8.1–10.4)</td>
<td>8.4 (7.6–9.4)</td>
<td>9.1 (8.2–10.0)</td>
</tr>
<tr>
<td>Neutrophil (%)</td>
<td>5.2 (3.3–7.97)</td>
<td>5.6 (3.8–8.8)</td>
<td>6.7 (4.0–11.4)</td>
</tr>
<tr>
<td>White blood cell count (10³ μl)</td>
<td>6.8 (4.8–9.8)</td>
<td>7.3 (5.4–10.3)</td>
<td>8.0 (5.4–12.4)</td>
</tr>
</tbody>
</table>

**Table 1.** Patient characteristics stratified by acute dialysis treatment and death at hospital day 7

**Admission laboratory values, median (IQR)**

**Admission vitals, median (IQR)**

**Hospitalization events, n (%)**

**Vasopressors**

**Intubation**

**Intensive care unit**
Table 2. Performance (area under the receiver curve and area under the precision-recall curve) of different machine learning algorithms for prediction of death or dialysis need at hospital day 1, 3, 5, and 7

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUROC (95% CI)</th>
<th>AUPRC (95% CI)</th>
<th>AUROC (95% CI)</th>
<th>AUPRC (95% CI)</th>
<th>AUROC (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LASSO</td>
<td>0.95 (0.95 to 0.95)</td>
<td>0.73 (0.72 to 0.73)</td>
<td>0.93 (0.93 to 0.93)</td>
<td>0.68 (0.68 to 0.68)</td>
<td>0.68 (0.68 to 0.68)</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.91 (0.91 to 0.91)</td>
<td>0.71 (0.71 to 0.71)</td>
<td>0.93 (0.93 to 0.93)</td>
<td>0.72 (0.72 to 0.72)</td>
<td>0.72 (0.72 to 0.72)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.93 (0.93 to 0.93)</td>
<td>0.73 (0.73 to 0.73)</td>
<td>0.95 (0.95 to 0.95)</td>
<td>0.74 (0.74 to 0.74)</td>
<td>0.74 (0.74 to 0.74)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.82 (0.82 to 0.82)</td>
<td>0.71 (0.71 to 0.71)</td>
<td>0.95 (0.95 to 0.95)</td>
<td>0.72 (0.72 to 0.72)</td>
<td>0.72 (0.72 to 0.72)</td>
</tr>
</tbody>
</table>

Results

The schema of the overall study design is shown in Figure 1. A total of 6093 patients (2442 in training and 3651 in external validation), admitted from March 10 to December 26, 2020, were included for analysis. Of the patients who were included for analysis, rates of death or dialysis treatment in the training dataset (MSH) were 1% within 1 day, 4% at 3 days, 6% at 5 days, and 8% at 7 days. Similarly, the rates of death or dialysis treatment in the external validation dataset (other hospitals within the MSHS) were 2% within 1 day, 5% at 3 days, 10% at 5 days, and 13% at 7 days (Supplemental Figure 1 and Supplemental Table 1). The baseline characteristics of these patients, stratified by treatment with dialysis or death at 7 days after hospital admission, are shown in Table 1.

Of the five machine learning models tested, the nonimputed XGBoost had the best performance, with an AUROC of 0.98 at 1 day, 0.96 at 3 days, 0.94 at 5 days, and 0.93 at 7 days on internal validation (Figure 2 and Table 2). The AUPRC was 0.82 at 1 day, 0.80 at 3 days, 0.79 at 5 days, and 0.78 at 7 days (Figure 3). XGBoost outperformed baseline regression models (logistic regression and LASSO), with values of between 0.84 and 0.95 for AUROC, and between 0.16 and 0.70 for AUPRC, on internal validation. Furthermore, the nonimputed XGBoost performed better than the imputed XGBoost models with regard to both AUROC (0.92–0.96) and AUPRC (0.67–0.73). The XGBoost models also outperformed the random forest models for both the AUROC (0.92–0.94) and AUPRC (0.63–0.72). In addition to the confidence intervals for these metrics being well separated, an ANOVA for the differences between AUROC and AUPRC between models was also significant ($P<0.001$) across all time frames.

External validation on the dataset from the other hospitals confirmed that nonimputed XGBoost again outperformed all other models, with AUROC values ranging from 0.85 to 0.87, and AUPRC values ranging from 0.27 to 0.54, over all time windows (Figures 2 and 3 and Table 2). The imputed XGBoost performance was worse than nonimputed XGBoost, with an AUROC ranging between 0.82 and 0.86, and AUPRC ranging between 0.21 and 0.52. Random forest models also had worse performance than XGBoost, with the AUROC ranging between 0.83 and 0.84, and AUPRC ranging between 0.29 and 0.51 (Table 2). XGBoost without imputation outperformed all models, with a higher precision and recall (mean difference in AUROC of 0.04; mean difference in AUPRC of 0.15). In subgroup analysis of only patients who were admitted to the intensive care unit within 12 hours of hospital admission from the external validation cohort, the nonimputed XGBoost model had the best performance, with the AUROC ranging between 0.78 and 0.9 and AUPRC between 0.64 and 0.82 (Supplemental Table 2). Finally, as shown in Supplemental Figure 2, the Brier score is low and the statistical significance between predicted and actual proportions is not significant, indicating the nonimputed XGBoost model was well calibrated.

Detailed performance statistics for the models—including sensitivity, specificity, and positive and negative predictive values—are shown in Supplemental Figure 3 and...
Supplemental Table 3. Using the optimal threshold derived using the Youden J statistic, nonimputed XGBoost had the highest sensitivity (ranging between 0.84 and 0.95) and specificity (0.90–0.96) across time points in the internal validation cohort. Results were similar in the external validation cohort, with sensitivity ranging between 0.82 and 0.90, and specificity ranging between 0.79 and 0.87. We calculated SHAP scores and created summary plots to illustrate feature importance with respect to model prediction for each time window (Figure 4 and Supplemental Figure 4). During all time horizons, serum creatinine at admission was one of the major features driving model predictions. Other clinically relevant features included BUN, systolic BP, age, and oxygen saturation.

Discussion
Using EHR data gathered within the first 12 hours of hospital admission from a demographically diverse population of patients admitted to five hospitals in New York City during the initial COVID-19 surge, we developed, crossvalidated, and externally tested several predictive models for a composite outcome of acute dialysis treatment or death at various time windows after inpatient admission. We compared these models using well-established performance metrics and found that a boosted decision tree-based XGBoost model without imputation had superior performance. In particular, the precision (positive predictive value) and recall (sensitivity) were consistently significantly higher for a nonimputed XGBoost model than other approaches at most time points. This is important because a model with high positive predictive value minimizes false positives and can, therefore, help avoid clinician fatigue and alert burnout. Similarly, high sensitivity means the model will have fewer false negatives, thus maximizing the utility in identifying patients at need for dialysis or at risk for death. Finally, using SHAP values, we highlight several features that were important...
in driving the prediction of the XGBoost models across several time horizons.

Several machine learning prediction models have been developed in nephrology. Although there has been some variability in performance of these machine learned models, performance generally outperforms traditional statistical methods, such as logistic regression. The decision of which machine learning approach will perform best for the task is not possible to predict beforehand. Tree-based algorithms, such as random forest and XGBoost, are particularly popular because they have high accuracy, stability, and ability to map nonlinear relationships. Although both are ensemble techniques that build a varying number of decision trees on different subsamples and then take the average of the trees, XGBoost is graphics-processing-unit accelerated, supports second-order differentials, is able to handle missing data, and is considered better for unbalanced data.

The performance advantage of XGBoost without imputation persisted in external validation in a diverse group of patients admitted to several different facilities. The lack of required imputation for optimal model performance is particularly helpful for model deployment in a hospital setting with relatively few patients with COVID-19. Although prospective validation is needed, these models may have a clinical effect in identifying patients at high risk of acute dialysis treatment and death. Such identification can inform providers regarding which patients require closer monitoring, the potential need for transfer to step-down or critical care units, and in identifying patients who would benefit from discussions regarding their clinical care. Before the COVID-19 pandemic, several groups had developed machine learned models, with good discrimination, for the prediction of AKI (10, 23). Building on these models, we chose to provide accurate predictions across a variety of time windows to allow for increased flexibility for hospital planning. We did not do a continuously updating model, although this is an area of future interest and would provide additional insight into clinical care.
Our framework allows for a clinically pertinent understanding of the XGBoost model’s structure and the factors driving the predictions. Elevated serum creatinine concentrations and BUN were found to drive model predictions most strongly toward the composite outcome of death and dialysis—an expected finding (24, 25). Although the performance of the nonimputed XGBoost model decreased on external validation, this may be related to differences in the patient cohort demographics and disease severity, with the MSH hospital generally caring for patients who are multimorbid and in a more acute state than those in the other hospitals. Test parameters of sensitivity, specificity, positive predictive value, and negative predictive value will depend on the threshold used to classify patients as predicted to have the outcome. We chose to use a threshold derived from the Youden J statistic; however, depending on the circumstances, users can choose a threshold to optimize a different test parameter (26).

Given the near universal use of EHRs, implementation of machine learned models can be integrated into the EHR of different health care systems. Prior studies demonstrated that incorporation of systems for AKI prediction and alerting result in decreased length of stay and mortality (27, 28).

Although we have taken a vigorous approach of internal validation and external validation, we recognize that our approach will need additional validation in other health care systems to demonstrate generalizability.

There are limitations to this study. Our models make predictions on the basis of admission data alone, and events after admission may drive the course of a patient away from these predictions. In our view, a live, continuously updating, modeling approach is more appropriate for such cases, and this will be the focus of future work. However, using values from the time of admission has benefits, particularly in providing risk estimates at the earliest time point within a given patient’s hospital course. The inclusion of patients from all hospitals into one dataset used for training and testing may boost performance; however, differences in patient care and distribution of missing data across hospitals may bias the models. This was the primary reason for training on one hospital and externally validating on other hospitals. We were encouraged by the similarities in performance across the internal and external validation experiments. Due to limited dialysis availability during the pandemic, patients who may have normally received dialysis may not have received it due to staffing.
or equipment shortages. Patients who were discharged or lost to follow-up (e.g., transferred to another hospital) were censored. Although our prediction time window was short, this censoring may have biased our model. Finally, although variables that are more predictive of dialysis treatment and death may exist, not all values are drawn at admission for all patients. Accordingly, the presence of a threshold for missing data may have eliminated these variables from consideration for our models. We believe that future considerations for at-risk patients will merit the inclusion of a more comprehensive set of features (including biomarkers or imaging data) that may be used to further improve performance.

In conclusion, identification of patients at risk for acute dialysis and death in COVID-19 presents a variety of challenges. One such difficulty pertains to resource allocation in a potentially overcrowded hospital. Our models may assist with this challenge and are currently being prospectively validated and deployed in a real-world setting to aid in the management of hospitalized patients with COVID-19.
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